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Central ideas in complexity

§ Poly-time as “feasible” 
• Most natural problems either are easy (e.g., 𝑛!) or no poly-time alg. known
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§Classify problems by “hardness”
§ Reduction : relating hardness (𝐴 ≤ 𝐵 ⇒ 𝐴 no harder than 𝐵)

✓

✓



Definition of class 𝐏
𝐏.Decision problems for which there is a poly-time algorithm 
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Problem Description Algorithm YES 
instance

No 
instance

Multiple Is 𝑥 a multiple of 𝑦? Grade school 51,17 52,17
RELPRIME Are 𝑥 and 𝑦 relatively prime? Euclid (300 

BCE) 
34,39 34,51

PRIMES Is 𝑥 a prime? AKS 2002 53 51
EDIT-

DISTANCE
Is the edit distance between

𝑥 and 𝑦 less than 5?
Dynamic 

programming
neither
either

algorithm
quantum



Definition of class 𝐍𝐏
𝐍𝐏.Decision problems for which there is a poly-time certifier
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Idea of certifier
• Certifier checks a proposed proof 𝜋 that 𝑠 ∈ 𝑋
• Need not determine whether 𝑠 ∈ 𝑋 on its own 

Def. Algorithm 𝐶(𝑠, 𝑡) is a certifier for problem 𝑋 if for every string 
𝑠, 𝑠 ∈ 𝑋 iff there exists a string 𝑡 such that 𝐶(𝑠, 𝑡) = yes

N.B. 𝑡 = 𝑝(|𝑠|) for 
some polynomial 𝑝()

Equivalent def. 𝐍𝐏 = nondeterministic polynomial−time
not polynomial−time✘



Certifiers and certificates: Composite

COMPOSITES. Given an integer 𝑠, is 𝑠 composite?
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§Certificate: A non-trivial factor 𝑡 of 𝑠. 
§Certifier.

CompositesCertifier(s,t)
If (𝑡 ≤ 1 or 𝑡 ≥ 𝑠)

Return false
Else if (𝑠 is a multiple of 𝑡)

Return true
Else

Return false§ Instance. 𝑠 = 437,669
• Certificate. 𝑡 = 541 𝑜𝑟 809. 437,669 = 541×809

Conclusion. COMPOSITES ∈ 𝐍𝐏



Instance 𝑠

Certifiers and certificates: Hamiltonian cycle

HAM−CYCLE. Given a graph 𝐺 = (𝑉, 𝐸), does there exist a simple 
cycle that visits every node? 
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§Certificate: A permutation of 𝑛 nodes 

§Certifier.
HAM-CYCLE-Certifier(𝐺, 𝜎)
If (∀𝑖, 𝑗, 𝜎" ≠ 𝜎# & 𝜎", 𝜎"$% ∈ 𝐸)

Return true
Conclusion. HAM−Cycle ∈ 𝐍𝐏

Certificate 𝑡



P,NP,EXP

𝐏.Decision problems for which there is a poly-time algorithm 
𝐄𝐗𝐏.Decision problems for which ∃ an exponential-time algorithm 
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§Claim. 𝐏 ⊆ 𝐍𝐏 ⊆ 𝐄𝐗𝐏

i.e., runs in time O(2!(|$|)) for some polynomial 𝑝()

𝐍𝐏. Decision problems for which there is a poly-time certifier

𝐏 ⊆ 𝐍𝐏. Consider any 𝑋 ∈ P,
• ∃ poly−time 𝐴 that solves 𝑋
• Certificate: 𝑡 = 𝜖, certifier 
𝐶 𝑠, 𝑡 = 𝐴(𝑠)

𝐍𝐏 ⊆ 𝐄𝐗𝐏. Consider any 𝑋 ∈ NP,
• ∃ poly−time certifier 𝐶(𝑠, 𝑡)
• To decide input 𝑠, run 𝐶(𝑠, 𝑡) on all 

strings 𝑡 with 𝑡 ≤ 𝑝(|𝑠|). 
• Return yes, if 𝐶(𝑠, 𝑡) ever says yes. 



Open question: 𝐏 = 𝐍𝐏?
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The Millennium prize problems
• $1 million prize

𝐍𝐏
𝐄𝐗𝐏

𝐏

§Consensus opinion on P = NP? Probably no.

https://www.scottaaronson.com/blog/?p=458

https://www.scottaaronson.com/blog/?p=458


NP-Completeness

Def. A problem 𝑌 is NP-Complete if
1. 𝑌 ∈ 𝐍𝐏
2. ∀𝑋 ∈ 𝐍𝐏, 𝑋 ≤+,-./0 𝑌
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Theorem. Suppose 𝑌 is NP-Complete, then 𝑌 is solvable in poly-
time iff. 𝐏 = 𝐍𝐏
Pf. 
• (⇐) If 𝐏 = 𝐍𝐏, then 𝑌 can be solved in poly-time since 𝑌 ∈ 𝐍𝐏
• (⇒) If 𝑌 is solvable in poly-time, consider any 𝑋 ∈ 𝐍𝐏. 

Since 𝑋 ≤+,-./0 𝑌, 𝑋 has a poly-time algorithm as well
I.e., 𝐍𝐏 ⊆ 𝐏è 𝐏 = 𝐍𝐏

𝐍𝐏

𝐏

𝐍𝐏𝐂

Fundamental question: Are there natural NP-complete problems? 



The ”first" NP-Complete problem

Theorem. Circuit−SAT is NP-Complete [Cook 1971,Levin 1973]
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Input. A combinational circuit built out of AND/OR/NOT gates
Goal. Decide if there is a way to set the circuit inputs so that the 
output is 1? ∧

¬ ∧

∧ ∨ ∨

1 0 ? ??

hard-coded inputs inputs Stephen Cook Leonid Levin



Example

Given. Graph 𝐺
Construction. Circuit 𝐾 whose inputs can be set so that 𝐾 outputs 
true iff. graph 𝐺 has an independent set of size 2

101
𝑢−𝑣 𝑢−𝑤 𝑣−𝑤

0
𝑢 𝑣 𝑤

1 ? ??

𝑛
2 hard-coded inputs

(graph description)

𝑛 inputs
(nodes in
indep. set)

𝑢

𝑣 𝑤

𝐺 = 𝑉, 𝐸 , 𝑛 = 3
∨

∧ ∧∧

∨∨

∧ ∧∧

∨

∧ Indep. Set of size 2?

Set of size 2?

Are the two nodes 
chosen connected 

by an edge

¬Indep. Set?



Establishing NP-Completeness

Once we establish first "natural" NP-complete problem, others fall 
like dominoes … 
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Recipe to establish NP-Completeness of problem 𝑌
1. Show that 𝑌 ∈ 𝐍𝐏
2. Choose an NP−complete problem 𝑋
3. Prove that 𝑋 ≤+,-./0 𝑌

Justification. If 𝑋 is an NP-complete problem, and 𝑌 is a problem 
in 𝐍𝐏 with the property that 𝑋 ≤<,=>?@ 𝑌 then 𝑌 is NP-complete (by 
transitivity)



Practicing reductions
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§ Circuit−SAT ≤ 3−SAT

§ 3−SAT ≤ HAM−CYCLE

3−SAT ≤< INDEPENDENT−SET
≤< VERTEX−COVER ≤< SET−COVER

+

⇒ They are all NP-Complete!

Richard M. Karp
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https://xkcd.com/287/

https://images.app.goo.gl/pw
GFyw2pp6Xmx6CB8



Quiz

For each of the following statements, decide T/F/Unknown. 
a) All problems in 𝐏 can be solved in 𝑛56%7 time. 
b) If a problem is in 𝐍𝐏, then it cannot be solved in 𝑛56%7 time. 
c) If a problem is 𝐍P−𝐂𝐨𝐦𝐩𝐥𝐞𝐭𝐞, then the best algorithm for it takes 28(9) time.
d) There exists a problem in 𝐍P but not in 𝐏. 
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𝟑−𝐒𝐀𝐓 is NP-Complete
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Theorem. 𝟑−𝐒𝐀𝐓 is NP-Complete
Pf. We show Circuit−SAT ≤< 3−SAT
• Given a circuit 𝐾, create a 3−SAT variable 𝑥" for each gate
• Make circuit compute correct values at each node

• Hard-coded input values and output value 

∧

∨ ¬

0 ? ?

𝑥6

𝑥% 𝑥5

𝑥!𝑥:𝑥;
𝑥5 = ¬𝑥!
𝑥% = 𝑥: ∨ 𝑥;
𝑥6 = 𝑥% ∧ 𝑥5 ⇒ 𝑥6 ∨ 𝑥% ∧ 𝑥6 ∨ 𝑥5 ∧ (𝑥6 ∨ 𝑥% ∨ 𝑥5)

⇒ (𝑥% ∨ 𝑥:) ∧ (𝑥% ∨ 𝑥;) ∧ (𝑥% ∨ 𝑥: ∨ 𝑥;)
⇒ 𝑥5 ∨ 𝑥! ∧ (𝑥5 ∨ 𝑥!)

𝑥; = 0 ⇒ 𝑥; 𝑥6 = 1 ⇒ 𝑥6
• Final step: turn clauses into exactly 3 literals by adding dummy variables

EX. 𝑥% ∨ 𝑥5 ⇒ 𝑥% ∨ 𝑥5 ∨ 𝑦 ∧ (𝑥% ∨ 𝑥5 ∨ 𝑦)

Circuit 𝐾 satisfiable 
iff. ∃ assignment 
satisfying all 
clauses constructed

! Don’t forget to show 𝟑−𝐒𝐀𝐓 ∈ 𝐍𝐏



𝐶% 𝐶#

(DIR−)HAM−CYCLE is NP-Complete

(DIR−)HAM−CYCLE. Given a directed graph 𝐺 = (𝑉, 𝐸), does there 
exist a directed cycle Γ that visits every node exactly once? 
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Theorem. 3−SAT ≤< (DIR−)HAM−CYCLE
Pf. Given 3−SAT instance Φ in CNF: 𝑛 variables 𝑥A and 𝑘 clauses 𝐶B

𝑥"

……

𝐶# contains 𝑥" 𝐶#

𝐶#

𝐶# contains 𝑥"
𝐶#

Intuition: traverse row 𝑖 from left to right ⇔ set variable 𝑥" = true



3−SAT ≤! (DIR−)HAM−CYCLE
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𝑠𝑥%

𝑥5

𝐶% = 𝑥% ∨ 𝑥5 ∨ 𝑥!

𝑡

𝑥!

𝐶5 = 𝑥% ∨ 𝑥5 ∨ 𝑥!

Claim. Φ is satisfiable iff. 𝐺 has a Hamiltonian cycle 



3−SAT ≤! (DIR−)HAM−CYCLE
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Claim. Φ is satisfiable iff. 𝐺 has a Hamiltonian cycle 

(⇒) Suppose Φ has a satisfying assign. 𝒙∗. Define an H-Cycle in 𝐺:
• if 𝑥"∗ = true, traverse row 𝑥" from left to right 
• if 𝑥"∗ = false, traverse row 𝑥" from right to left
• For each clause 𝐶# pick (only) one row 𝑖 and take a detour

(⇐) Suppose 𝐺 has a H-Cycle Γ. Define a satisfying assign. in Φ:
• In Γ, replace edges going/leaving 𝐶# with the edge of the corresponding two nodes

in some row. This gives a new cycle Γ′ in 𝐺 − {𝐶%, 𝐶5, … , 𝐶>}
• In Γ′, set 𝑥" = true if Γ′ traverses row 𝑖 left-to-right; set 𝑥" = false otherwise.

𝐶#

╳

𝐶#╳
╳



Hard computational problems cont’d

• Aerospace engineering: optimal mesh partitioning for finite elements. 
• Chemical engineering: heat exchanger network synthesis
• Civil engineering: equilibrium of urban traffic flow
• Electrical engineering: VLSI layout. 
• Mechanical engineering: structure of turbulence in sheared flows
• Biology: protein folding
• Physics: partition function of 3-D Ising model in statistical mechanics.
• Economics: computation of arbitrage in financial markets with friction
• Financial engineering: find minimum risk portfolio of given return
• Politics: Shapley-Shubik voting power
• Pop culture: Sudoku (http://www-imai.is.s.u-tokyo.ac.jp/~yato/data2/SIGAL87-2.pdf)
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http://www-imai.is.s.u-tokyo.ac.jp/~yato/data2/SIGAL87-2.pdf
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Want to learn more?

Computers and Intractability: A Guide 
to the Theory of NP-Completeness.
Michael Garey and David S. Johnson

Computational 
Complexity: A 
Modern Approach
Sanjeev 
Arora & Boaz Barak

Complexity Zoo
There are now 544 
classes and counting!

𝐍𝐏

𝐏

𝐍𝐏𝐂

𝐏𝐒𝐏𝐀𝐂𝐄

𝐄𝐗𝐏

https://en.wikipedia.org/wiki/Michael_Garey
https://en.wikipedia.org/wiki/David_S._Johnson
http://www.cs.princeton.edu/~arora/
http://www.boazbarak.org/
https://complexityzoo.uwaterloo.ca/Complexity_Zoo

